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The recently proposed self-consistent hybrid method is applied to study photoinduced electron transfer (ET)
reactions in mixed-valence compounds HYRU"NCRU'(CN)s~ and (NH)sRU"NCF€&'(CN)s~ in solution.

To describe these ET processes in the condensed phase, both intramolecular modes (inner sphere) and the
solvent environment (outer sphere) are taken into account using a model that is based on the analysis of
experimental optical line shapes. The dynamics of the back ET process after photoexcitation is studied in
detail. In particular we investigate the effects of intramolecular vibrational modes and solvent dynamics, as
well as the influence of important physical parameters such as the electronic coupling and the temperature.
In qualitative agreement with results of time-resolved optical experiments, the simulations predict an ultrafast
decay of the population of the charge-transfer state. Oscillatory features are observed superimposed on the
population decay, and their relations to electronic and vibrational coherence effects are discussed. Furthermore,
we present comparisons with results of approximate methods such as golden rule type perturbation theory
and the classical Ehrenfest model, demonstrating the necessity of using accurate quantum dynamical simulation
methods to study intervalence electron-transfer processes.

I. Introduction two systems can be schematically represented as

Recent advances in femtosecond nonlinear spectroscopic 0 | e I ' _
techniques have fostered considerable interest in theoretical ('\“"3)5RUI NCRU (CN)s ?(NHs)sRU NCRU (CN)s
studies of ultrafast chemical reactions occurring in complex (1.1a)
environments. Among these, ultrafast photoinduced electron
transfer (ET) processes, which often take place on a subpico- (NH,).Ru"NCFd'(CN),~ ELA (NH,);RU'NCFé€" (CN);~
second time scale, have attracted special attention. Besides the ET
well-studied role of thermal ET as an elementary step in many (1.1b)

chemical and biological reactiofs? photoinduced ultrafast ET Upon photoexcitation into the MMCT band an electron is
processes often reveal additional interesting features. In time-y ansferred from one metal center to another. This process is
resolved optical experiments it has been demonstrated that ingg|owed by an ultrafast internal conversion, resulting in the
these ET reactions both the coupling to intramolecular modes pack transfer of the electron on a subpicosecond time $éafe.
of the solute (inner sphere) and that to the solvation dynamics The study of these particular ET reactions are of interest for
(outer sphere) can have significant impacts on the ET poth experimental and theoretical reasons: First, in femtosecond
dynamics>*~® Furthermore, observations of (seemingly) multi- - h;mn—probe studies of these ET reactions in solution, coherent
exponential relaxation processes and oscillatory features ingggillations have been observed on time scales longer than the
ult.rafas.t spectroscoplc.5|gnals for several ET reactiddsave _ ET time, suggesting that the coherence of the vibrational motion
raised important questions about the nature of the ET dynamicsjg maintained during the ET process5Second, the observation
as well as the occurrence and observability of electronic and of myltiple time scales in optical signals indicates that the ET
vibrational quantum coherence in a condensed phase environpracess cannot be characterized by a simple exponential decay.
ment. , This is often attributed to the existence of multiple time scales
Mixed-valence compounds with two metal centers, such as i the solvation dynamics, as well as the influence of the strongly
the compounds (NgJsRU"NCRU'(CN)s~ (for simplicity we bound ligand modes. Therefore, golden rule type approaches
denote this compound as RuRu) and @¥Ru"NCFe'(CN)s- may not be applicable (vide infra). Finally, modelings of these
(denoted as RuFe), provide a particularly interesting class of £T reactions are relatively straightforward since they correspond

ET systems for studying these phenomen&!01419 The to direct optical ET and, therefore, most of the parameters
generic metat metal charge-transfer (MMCT) process in these equired can be obtained from the analysis of absorption and
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reactionst>4849The major challenge for a simulation of these their physical implications. Section V summarizes and con-
reactions is to accurately describe the quantum mechanical effeccludes.

of the nuclear degrees of freedom and their interactions with

the electronic states during the ET process. This requires all. Model of the Electron-Transfer Reactions in the

proper treatment of both the strongly coupled intramolecular (NHz)sRu'" NCRu"(CN)s~ and (NHz)sRu'' NCFe' (CN)s™

modes and the solvent degrees of freedom. Well-known mixed Systems

guantum classical approaches, such as the classical Ehrenfest g described previoush®, our model for describing the
model [sometimes referred to as the classical path or the time'photoinduced ET dynamics in the RuRu and RuFe systems is
dependent self-consistent field (TDSCF) motfef® or the based on the line-shape analysis of Hupp, Barbara, and
surface-hopping methdd; *° usually treat the nuclear degrees ¢, \yorkers’:1519Two diabatic electronic states are taken into
of freedom purely classically, and thus completely neglect account: the electronic ground stageTand the charge-transfer
guantum interference effects between the electronic and ”UClearstate|¢ZD which results from the photoinduced ET between the
degrees of freedom. On the other hand, many approximatemetal centers. The coupling of the electronic states to the nuclear
quantum theories, e.g., the noninteracting blip approxim#n  gegrees of freedom is described by contributions from an inner
or Redfield theory?? % are based on the perturbative treatment sphere and an outer sphere. The former includes Raman-active
of electronic or nuclear couplings which is only valid at certain - jntramolecular modes of the RuRU/RuFe compounds, and the
physical regimes. Furthermore, these approaches tend to assumMgtter models the solvation dynamics of a particular solvent. Due
a well-defined time scale separation between electronic andtg the ultrafast time scales (subpicosecond) for the ET dynamics
nuclear degrees of freedom. As a consequence, only the shortin the RuRu and RuFe systems, it is expected that the inner-
time quantum effect of the environment can be described sphere vibrational modes play an important role in the ET
accurately. A similar problem exists in path integral approaches process.

based on the Feynmaivernon influence function&! where, According to these considerations, the Hamiltonian can be
within the linear response model, the harmonic bath is integratedritten in the form

out324%-47 In contrast to nonadiabatic ET reactions with a

relatively fast decay of the bath correlation functions, the H = |¢,[E,[p;| + |,[E[d,| + |, VI,| + |¢,[VId,| + Hy

influence of the nuclear environment (i.e., the “memory” effect (2.1)

of the bath), in the mixed-valence ET reactions considered here,

may persist throughout the entire ET process, thus rendering a Hy=H, + Hg (2.2)
path integral calculation beyond the short-time dynamics

unfeasibletd The electronic parameters of the Hamiltonian are determined

In a previous papé? we have presented preliminary studies PY the free-energy differencéG = E, — E; and the coupling
of the quantum dynamics of the photoinduced ET reactions in V Petween the two electronic states. The latter is assumed to be

the RuRu compound in solution, using the numerically exact approximately indepenollent'of the vibr.ational degrees of free-
self-consistent hybrid meth@85 This study was motivated by ~ dom- The nuclear HamiltoniaHy contains two partsiy and

the work of Barbara, Hupp, and co-workér$;1®who have H_B. I_-|v describes th_e mtramo!ecul_ar modes included in the model
analyzed the MMCT band shape for the RuRu/RuFe systems'ithin the harmonic approximation

and used a hybrid of the classical ET model of Sumi and 1 c

Marcug$? and the vibronic ET model of Jortner and Bixého _ 2 2 ! 2

describe the multiexponential population decay of the charge- H, le P70 |¢25&@2|) (2:3)
transfer state after photoexcitation. We have shown that the self- ]

consistent hybrid method is able to accurately describe the ET
dynamics in such mixed-valence systems over a relatively long
time scale. In qualitative agreement with experiments, our
simulations presented in ref 49 predict that the ET dynamics
for the RuRu system are characterized by a bimodal decay of
the charge-transfer state and are significantly influenced by both
intramolecular vibrational modes and solvation dynamics. The
former manifests itself in oscillatory features superimposed on

Here,X; andP; denote the mass-scaled coordinate and momen-
tum of thejth mode with frequency{?; and coupling strength
¢. In the context of ET the latter is usually specified by the
reorganization energy = ¢%(2Q;?). The electronic parameters
as well as frequencies and reorganization energies of the
intramolecular modes have been adopted from the model of
Barbara and co-workers and are given in Tables 1 éttd Bese
. . X parameters, unless specified otherwise, are used in our dynami-
the population decay, and the latter results in a dynamic solventcal simulations. For an assignment of the corresponding normal
effect. modes see ref 15.

Extending our previous work, in the present paper we report  The influence of the solvent on the ET dynamics is modeled,

a detailed study of photoinduced ET reactions in the RuRu and within linear response theory, by a linear coupling to a bath of
RuFe compounds in solution. Specifically, we investigate the harmonic oscillato@ 5556

dependence of the population dynamics of the charge-transfer

state on the time scales of the solvation dynamics, as well as 1 q,

on physical parameters such as the temperature and the Hg = —Z p,2 + w|2(x, - |¢2EI—|Z}52|)2 (2.4)
electronic coupling. Furthermore, we will analyze the important 2 w,2

role of intramolecular modes (inner sphere) in the overall ET

dynamics. The remaining part of the paper is organized as The parameters of the solvent part of the nuclear Hamiltonian
follows: section Il introduces the model used in our theoretical (Hg) are characterized by its spectral densify

study. The basic idea of the simulation method and some details

of the convergence procedure are described in section III. x 07

Section IV presents results of numerical simulations for dif- Jg(w) = —Z—é(w ) (2.5)
ferent parameter regimes, as well as a detailed discussion of 27 o,
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TABLE 1: Parameters of the Model Hamiltonian (eq 2.1) reorganization energiedc and Ap, respectively. Both the
fé)r th% ';URU CO_mIO_OU”gr '“C|_U§'an fVlrt])rzﬁtlonal Flreqlienc'es reorganization energies and the relaxation times depend on the
j and Reorganization Energiess; of the Intramolecular specific solvent to be considered. In the calculations presented

Modes as Well as Electronic Free Energy Gajk, — E; and

Diabatic Coupling V (Adopted from Refs 7 and 15} below we have chosen default valuesigf= 2240 cnr! and

Ap = 960 cn11,%1 corresponding to a situation where the inertial

! & 4 no. of basis functions Gaussian decay constitutes 70% of the total relaxation, similar
1 2118 484 8 to those found for solvation in acetonitrile and wateihe
2 2077 135 4 default relaxation times of the solvent are= 53 fs andrp =
3 565 313 12 f di o 1 and _ 1
4 539 363 10 530 fs, corresponding teg = 1_00 cm*andwp = 10 cn1t,
5 492 189 7 and have been chosen to mimic a fast relaxing solvent. In some
6 470 107 6 of the results presented in section IV, these parameters are also
7 355 95 6 treated as variable parameters to study the influence of the
g %8 ggg §(1J solvent relaxation time scale on the ET dynamics.
The solvent spectral density of eq 2.7 can be discretized to
E, — E; = 7880 V= 1500 the form of eq 2.5 via the relation
a All quantities are given in cmit. The last column specifies the J
number of primitive basis functions used in our simulations. 2 _ Zw s(@) (2.10a)
= W ‘
b4 w
TABLE 2: Same as Table 1, but for the RuFe System p(o)
] Q i no. of basis functions wherep(w) is a density of frequencies satisfying
1 2104 563 9 "
2 2060 50 3 do p(w)=1, 1=1,..,N 2.10b
3 603 537 13 Jo de p(@) B ( )
4 544 134 6 . . . .
5 482 164 7 with Ng the number of solvent modes in the simulation. The
6 468 90 6 precise functional form of(w) does not affect the final answer
7 361 74 5 if enough modes are included, but it does affect the efficiency
8 270 468 16 of solving the problem (i.e., the number of modes needed to
9 160 500 28 represent the continuum). Here we chopé®) to accurately
E, — E; =3930 V = 1500 reproduce the reorganization energy, i.e.
which is related to the (classical) bath energy-gap correlation Jg(w)
function Cg(t) via p(w) = a_— (2.11a)
1 o Jg(w) o o
Cgl(t) ~ ;J(‘) dw Bw cost) (2.6) where the normalization constant is given by
NB
For some systen3z(t) can be obtained from classical molecular a= W) (2.11b)
dynamics simulation%’58 Here, we take a more phenomeno- f“dw B\
0 w

logical approach based on recent experimental and theoretical
observations that the solvation dynamics in many polar solvents
involve typically (at least) two important time scafé$0 an
ultrafast inertial decay of Gaussian character and a slower
diffusive decay of exponential form. Accordingly, we model
the bath by a bimodal spectral density

These discretized solvent modes are then combined with the
intramolecular modes to form the overall nuclear environment.

To illustrate the different time scales of the nuclear degrees
of freedom, it is instructive to consider the total (inner sphere
+ outer sphere) normalized energy-gap correlation function

Jg(@) = Jg(w) + Jp(w) 2.7)
w . Jw)
. . . - /. do» == cost)
with a Gaussian part accounting for the ultrafast inertial decay 0] _70 W 2.12)
o C(0) fm 4o J(w) '
— 2
Jo(w) = JEwie [w/(200)] (2.8a) 0 @
G
which is given as the Fourier transform of the overall spectral

and a Debye part describing the slower diffusive decay density

Jo(w) = Vg0 (2.8b) T G

W) =2%p——; .
° P0’ + wy’ Jw) = Ezaé(w — Q) + Jg(w) (2.13)

|
The corresponding classical energy-gap correlation function

Ca(t) is then given by Insertion of eqs 2.7 and 2.8 gives

(tze)? _ur C(t
Cat) ~ Age Ve + 2 7V (2.9) —() = A Age @ + 2 e + zi- cos@t)] (2.14)
() R
where we have introduced the solvent relaxation times=
llwg andtp = llwp. The coupling strengths of the two parts  whered = Ag + Ap + Yjj; is the total reorganization energy.
of the spectral density are specified by the corresponding Figure la depict€(t) for the RuFe system (similar behavior
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! — crco) Cas(t) = 1 tr[p A Be ™ (3.1a)
wwen Co(1/C(0) Qu
= 0.5 == Ch/CO) 1 N N R
= where H is given in eq 2.1,A and B are operators for the
O . .
electronic degrees of freedom that correspond to some physical
0 guantities (e.g., the reduced density matrix, dipole moment),
on is the density operator for the nuclear degrees of freedom,
0 500 1000 and Qy denotes the corresponding partition function, i.e.
sl Qu=1r [ (3.1b)
) To study ET dynamics in the condensed phase, the continuous
_ distribution of solvent modes (outer sphere) is first discretized
_ — intramolecular modes with a finite number of bath mod&s®1.64as illustrated in the
S previous section. The number of modes that can adequately
- I\ represent the continuum depends on the specific physical regime
! | and serves as a convergence parameter. These outer sphere bath
AN L modes are then combined with the intramolecular modes (inner
0 1000 2000 sphere) as well as the electronic part to give the total Hamil-
o [em™] tonian in eq 2.1.

Figure 1. Properties of the nuclear environment for the RuFe system. A rigorous quantum treatment ,Of all degregs of freedom in
Upper panel: total (inner sphere outer sphere) normalized energy-  the trace expression in eq 3.1a is only feasible for a smooth
gap correlation functionC(t)/C(0) (full line) as well as separate  outer-sphere spectral density (without inner sphere) and a very
contributions of the Gaussian (dashed line) and the Debye (dotted line) limited parameter regim@.Therefore, the self-consistent hybrid
part of the spectral density. Lower panel: Gaussian (dashed line) andmethod has to be used in the present study. As outlined above,

Debye (dotted line) part of the spectral density of the bath as well as i, thjs approach the overall system is divided into a core and a
reorganization energies of the intramolecular vibrational modes. reservoir. with the total Hamiltonian written as

has also been found for the RuRu syst®mtogether with A = H(P,d + H..(p.8) + H,(p.5P.0) (3.2)
separate contributions from the Gaussian part and the Debye s e s

part of the bath spectral density. The corresponding spectralyhere He(ps,3) and Hrelp,8) represent the uncoupled Hamil-
density of the bath and the reorganization energies of the tonian for the core and the reservoir’ respective|y’|dma’ps;r_‘)’q)
intramolecular modes are illustrated in Figure 1b. It is thus represent their interactions. The time evolutions of the core and

expected that the complicated time scale€j will manifest the reservoir are thus coupled dynamically.
themselves in the overall ET dynamiCS for the intervalence In our app”cations’ the core is treated by the numerica”y
systems considered in this paper. exact time-dependent multiconfiguration self-consistent field
(TD-MCSCF) or multiconfiguration time-dependent Hartree
IIl. Theoretical Method (MCTDH)6263 method. The approximate method for treating
the reservoir should be reasonably accurate and easily imple-
A. Summary of the Self-Consistent Hybrid Method.In this mentable. While previously both classical mechanics and

paper the self-consistent hybrid metfdetis applied to study  quantum perturbation theory have been applied in this con-
the phOtOinduced ET dynamiCS in the RuRu and RuFe SyStemS.text,50y51 in the present work we choose to use the former.
This method, which has been proposed recently for simulating Accordingly, the quantum mechanical trace expression in eq
guantum dynamics in the condensed phase, is based on am 13 is modified as

iterative convergence procedure for a dynamical hybrid ap-

proach. In this approach the overall system is first partitioned _1 rev ~ COR AR iAt

into a core and aresewoir, based on any convenient initial Caa(V _QNfdpof ddo oy (Po.0o) rlpy~ACTBE T
guess. A dynamical hybrid calculation is then carried out, with (3.3)

the core treated via a numerically exact quantum mechanical
method, namely the multiconfiguration time-dependent Hartree
(MCTDH) approactf?62 and the reservoir treated via a more
approximate method, e.g., classical mechanics or quantum
perturbation theory. Next, the size of the core, as well as other
variational parameters, is systematically increased to achieve
numerical convergence for the overall guantum dynamics. The
method has been applied to the standard model of ET in polar

where the trace is now only over the core and the phase space
integration is over the reservoir. The initial density operator of
the nuclear degrees of freedoiy, is split into a core part,
onee, and a corresponding classical distributipg®v for the
reservoir. Based on a semiclassical descrigtidhe initial phase
space distributiopn™Y(po,do) is obtained by taking the Wigner

transform of the corresponding operafgf©’

solvents-the spin-boson model with Debye dielectric re- 1 N Aq Aq

laxatiorP’—and a model for electronic resonance decay in the py'®"(Po.do) = —Nfqu g P ‘@O +=5 onao — 7D
f a vibrational bathM ly, it has b d (2m)™

presence of a vibrational ore recently, it has been use (3.4)

in a preliminary study of the photoinduced ET dynamics in the '

RuRu systent? whereN; is the number of reservoir degrees of freedom.

To illustrate the practical procedure for simulating the Thus the core comprises the two electronic states and some
photoinduced ET dynamics in the condensed phase, let usof the vibrational modes that satisfy certain criteria (e.g., with
consider a generic time correlation function of the type (hereafter frequenciesw > wq, Where wq serves as a convergence
h=1) parameteé®). The reservoir comprises the remaining degrees of
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freedom. Iterative calculations are then carried out with the classical Monte Carlo calculation that is free from phase
core—reservoir partition treated as a convergence parameter. Theoscillations. For the present application, statistical convergence
number of the modes included in the core, as well as other is usually achieved for a sample size-e1(*—1C°.

variational parameters, is increased systematically until con- B. Convergence Procedure for the Self-Consistent Hybrid
vergence (usually to within 10% relative error) is reached. If Method. To obtain accurate results for the photoinduced ET
all the modes were treated classically (i.e., the core compriseddynamics in RuRu and RuFe systems, convergence tests need
only the two electronic states), this method would have been to be carried out for the quantum MCTDH treatment of the
equivalent to the standard classical path (Ehrenfest) method.core, the relative size of the core in the self-consistent hybrid
However, because the calculation is converged with respect tomethod, and the number of the solvent degrees of freedom used
the number of modes included in the quantum propagation, theto represent the condensed phase environment. Below, we
results are in principle numerically exact. discuss details of these convergence tests for the RuFe system

Two types of time correlation functions are considered in at T = 300 K. A similar procedure has also been carried out
this paper. The first is the population of the charge-transfer statefor other temperatures and parameter regimes, as well as for
after photoexcitation from the ground state: the RuRu system.

To examine the vibrational coherence superimposed on the
electronic population dynamics, the simulation results have been
converged up to 1 ps, a time scale considerably longer than the
intrinsic time scale of the electronic and intramolecular vibra-
tional degrees of freedom. The computational cost thus ranges
between 1 and 10 CPU hours for each statistical sample,
significantly more than the previous study of the spin-boson
problem in simpler parameter regim®@$! On the other hand,
most of the qualitative features of the ET dynamics can be
obtained within the first few hundred femtoseconds and require
much less numerical effort.

1. Corvergence in the Multiconfiguration Time-Dependent
Hartree MethodIn the MCTDH method?%3the wave function
is expanded in time-dependent Hartree products:

P(t) =QiN trfe P, , 1€ 6, e ] (3.5)

ie., A= B = ||, andpn = e/ in eq 3.1a. Thereby,
Hni denotes the vibrational Hamiltonian of the intramolecular
and the bath modes in the electronic ground state, i.e.

. N 1 1
Al = @ulPIs0= 05 (B + QX 45 (0 + o)
24 2 (3.6)

The other correlation function considered is the dipole correla-
tion function:

1 BB~ A
C,(0) = 5 tr{e a),a} (3.72) M
"
Q W(H)= ZAJa)@J(t)Eh 3> Aua® !‘||¢jkk(t>m
with J1 2 IN = (3.10)
a) = eMae ™ Q=1tfe ™ (3.7b) Here, |¢; k(t)is the “single-particle” (SP) function for thith
SP degree of freedom amdl denotes the number of SP degrees
and of freedom. Each SP degree of freedom usually contains several
- Cartesian) degrees of freedom in our calculation, and for
= 1 p1ldold,| + |Polaoldy] (3.7¢) ( ) deg

convenience the SP functions within the same SP degree of
freedom are chosen to be orthonormal.
The working equations within the MCTDH scheme ®re

iAt) = [ () H WO = Z@J(t)qu(tma)
(3.11a)

Here, i denotes the dipole operator, which is assumed to be
independent of the vibrational coordinates (Condon approxima-
tion). Fourier transform ofC,(t) gives the (linear) absorption
spectruml(w):

I(w) ~ 2271 7 dte”'c,(t) (3.8)

i19() 0= hg O (1 — PR T DD (3.11b)
In the applications considered in this paper, there is a A N

relatively large energy difference between the ground state and H=H+ th

the photoexcited state. Therefore, we can invoke the approxima-

tion

(3.11c)

where all the notations have been given previot$kach SP
function |gnX(t)Os expanded in a chosen time-independent basis

e Mg Mg Mg, Q= trle”™) set{ i

(3.9)
which corresponds to a factorized initial state.

To evaluate the trace/phase space integration in eq 3.3, we
use a Monte Carlo procedure. Both the classical phase space

ea 0= 60 B)lgD (3.12)

variables [o,qo) for the reservoir and the quantum stafed

Note that|gi¥(is the basis function for an SP degree of freedom,

of the core are randomly selected via an importance samplingand is thus a direct product of basis functions for all the

procedure which is based on the distribution functie@®(po,do)
andpne(n), respectively. It is important to note that in the above

Cartesian degrees of freedom within the SP group.
In choosing the basis functions for each Cartesian degree of

procedure one does not average over the time-dependent wavéreedom, we use the two diabatic states for the electronic degree

functions or quantities related to a single time propagatbt.e

of freedom and harmonic oscillator wave functions for the

which is known to be plagued by the “sign problem”. Instead, nuclear degrees of freedom. The number of basis functions for
physical observables that relate to the Heisenberg operatoreach outer sphere bath mode is determined from a thermal
e€HiBe Mt are averaged. The procedure is thus very similar to a criterion, i.e., the highest state included has a Boltzmann
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1.0 T — T T this feature. The requirement of many SP functions per SP
osh — ggg m: ) degree of freedpm _is in contrast to a pre_vious study of the spin-
=== 10 SP fxns boson problem in simpler parameter regird®%;%4where three

o6} S B to five SP functions are adequate to obtain converged results.
¢ = 25SP fxns The main reasons for this difference are the strong couplings
o4r of the intramolecular modes to the electronic states and the
02+ relative large energy difference between the ground state and
the photoexcited state. The required number of SP functions

00 0 300 300 400 00 for the outer-sphere solvent SP groups, on the other hand, is

Time (fs) moderate: three to five SP functions give a converged result in

. - . 1
Figure 2. Convergence in the simulation Bft) at T = 300 K for the this category, similar to previous casés:
RuFe system versus number of SP functions for each SP group. For In the final simulation of the ET dynamics for the RuFe

simplicity, only the intramolecular modes are included in the simulation system atT = 300 K, we use 20 SP functions per each

and only results for the first 500 fs are shown. intramolecular SP group and four SP functions per each solvent
o SP group. The numbers are slightly different for simulations at

weighting less than a preset tolerance (e.g-,*OFor the gitferent temperatures. For example, 18 and 22 SP functions

strongly coupled intramolecular modes, the number of basis 4re ysed for each intramolecular SP group at 200 and 500 K,
functions is primarily determined from their couplings to the respectively. For the RuRu system, more configurations are

electronic degree of freedom. Test calculations are then carriedneeded; e.g., 24 SP functions per each intramolecular SP group
out to ensure the convergence in the number of basis functions.gre sed foir = 300 K.

Tables 1 and 2 list the converged choices for the systems
considered in the present work.

Several degrees of freedom are then combined together to
form one SP. The number of primitive basis functions()
within one SP consists of all possible combinations of the basis
functions for each degree of freedom, and is thus a large number,
These primitive basis functiongpi[] are then contracted using
an adiabatic reduction technigffewhere states with energies

2. Convergenceversus the CoreReseroir Partition. The
major difference between the self-consistent hybrid method and
other dynamical hybrid methods is that the cereservoir
partition is put into a convergence scheme. To obtain numeri-
cally exact results for a particular problem, one needs to make
sure that the core part contains all degrees of freedom that are
necessary to produce the true quantum dynamical result. The

higher tharE.. . are reiected WIthe..« 8 convergence parameter choice of such a partition can sometimes be counterintuitive:
9 cut Are rej ot 9 p " . For example, a low-frequency mode may not be treated
Such a contraction can significantly reduce the number of

necessary basis functions in the calculation as demonstrated inCIaSSIC{leIy Ifits coupling to the electronic states is large. Here,

revious application®5164and is essential for practical ap- V€ discuss some examples of these convergence tests for the
pIications oFlel)\/ICTDH t’o a large number of de regs of freedgm population dynamics(t), in the RuFe system. Implicit for all
P X 9 9 " the examples in this paper, the core always contains the
The most important convergence test for a MCTDH calcula- )
Lo ) ) . electronic states.
tion is the total number of (time-dependent) configurations - ) _
employed. This is illustrated here for the calculation of the Figure 3a display®(t) for the RuFe system at = 300 K

population of the charge-transfer state for the RuFe system, eq/€Sus the number of higher frequency bath modes included in

3.5. For demonstration purposes, only the intramolecular modest"€ core. For simplicity, the convergence with respect to the
intramolecular core modes is shown with all outer-sphere solvent

in Table 2 are included in this convergence test in order to keep - ;
the comparisons simple. The final results presented in the nextModes treated classically. It can be seen that the classical
section contain both the intramolecular modes and the outer- ENrénfest model, where only the electronic states are treated
sphere solvent modes. Figure 2 shows the convergeneg)of guantum mechanically and all t'he bath ques (intramolecular
for the RuFe system at 300 K with respect to increasing the P!uS solvent) are treated classically, predicts both a too-slow
number of SP functions for each SP degree of freedom. ThreeiNitial decay and an incorrect long-time limit f6X({). Including

SP groups are formed using the following combination of SeMe higher frequency intramolecular modes in the core
intramolecular modes: (1,2,6.7), (3,4.5), (8.9) (the indices are IMProves the results to a certain extent. However, even with
given in Table 2). This particular combination is only for the S€Ven out of nine intramolecular modes in the core, the results
convenience of carrying out the adiabatic contraction; other ways &€ Still unconverged within our 10% relative error criterion.
are also possible but are slightly less efficient. The number of 1 hUS, for @ numerically exact calculation &ft), all nine

SP functions are the same for all the SP groups. For examp|e,|ntramolecular modes have to be treated in the core part.

if 10 SP functions are used for each SP degree of freedom, there Due to the relatively weak coupling to the electronic states,
are a total of 18= 1000 configurations in the simulation. The less effort is required for the convergence of the outer-sphere

calculation to test the convergence is carried out up=dl ps solvent modes. This is true for both the number of configura-
with the relative accuracy criteria set to10%. For graphical  tions, as was demonstrated in the previous subsection, and the
clarity, only the first 500 fs are shown in Figure 2. percentage of the modes included in the core. Figure 3b shows

The short-time dynamics is relatively easy to converge. It P(t) with respect to the percentage of the solvent modes which
can be seen from Figure 2 that three SP functions per each SFare (together with all nine intramolecular modes) included in
group (a total of 27 configurations) give already a reasonable the core. Apparently, treating all the solvent modes classically
result for the first 100 fs. However, many more configurations (0% in the core) already gives reasonable results, although
are required to converge the |Onger time dynamicg:)(jj_ including 10% solvent modes in the core prOdUCES more accurate
Within 1 ps, 20 SP functions per each SP degree of freedom (aresults with respect to our convergence criteria.
total of 8000 configurations) are needed to capture the details Thus in our self-consistent hybrid simulation ft) for the
of vibrational coherence exhibited in the electronic population. RuFe system, the core part contains all nine intramolecular
The most pronounced structure is the recurrend¢exaB20 fs. modes and 10% solvent modes fat= 300 K). The relative
A calculation with a smaller number of configurations misses size of the quantum core is similar for the RuRu system. We
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Figure 3. Convergence in the simulation Bft) at T = 300 K for the
RuFe system. The reservoir modes are treated classically with the initial
condition given by the corresponding Wigner distribution (see text).
Twenty SP functions are used for each SP group of intramolecular
modes and three SP functions for each SP group of solvent modes (in
panel b). (a)P(t) with respect to the number of intramolecular modes
in the core (starting from the high-frequency end in Table 2), where Systems considered in this paper, whereas the effect of the
all solvent modes are put in the reservoir; Bf}) with respect to the solvent is on a more average level. More detailed discussions
percentage of the solvent modes in the core in addition to all nine of this issue will be presented in the following section.
intramolecular modes.

® (cm'l)

IFigure 5. Comparison of simulated and experimental absorption
spectra at room temperature for (a) RuFe compound,@ Bnd (b)
RuRu compound in BD. The experimental results are adapted from
ref 15. Both spectra have been normalized.

IV. Results and Discussion

1.0 T T T T ) ) . .
— 5 modes In this section we present results of simulations of the ET
038 7 Qmodes ] dynamics for the RuFe and RuRu systems. Unless specified

0.6

otherwise, we have used the model parameters described in

section I, i.e., those displayed in Tables 1 and 2 for the

intramolecular modes, as well as solvent reorganization energies

Ac = 2240 cnmt! andAp = 960 cn1?, and solvent relaxation

A parametersg = 100 cnt! andwp = 10 cnt! corresponding

to relaxation timegg ~ 53 fs andrp ~ 530 fs, respectively.

i Since the parameters of our phenomenological model are
Time (fs) . . . .

] ) ) ) based on the line-shape analysis of experimental absorption and
Figure 4. Convergence in the simulation B(t) atT = 300 Kforthe resgnance Raman spectra, it is illustrative to first compare the
tF:]uFe system with respect to the number of modes used to dlscretlzeabsorption spectra obtained from our self-consistent hybrid

e outer-sphere solvent bath. . . . .

simulations with the experimental resdlfsr the RuFe/RuRu

note that such convergence depends on the couplings and timeompound in DO. The theoretical absorption spectra are
scales of the solvent modes, which will change if the solvent obtained from Fourier transform of the corresponding dipole
properties are changed. Furthermore, at low temperaturescorrelation functions, egs 3.7 and 3.8. As shown in Figure 5,
relatively more solvent modes need to be included in the core the overall agreement is quite good for the RuFe and RuRu
whereas at higher temperature the core size becomes smallersystems. In both cases there are energy shifts between the

3. Corvergenceversus the Number of S@nt ModesDue simulated and the experimental spectra. These energy shifts are
to the strong interactions between the intramolecular modes andrelated to the fact that the “experimental” parameters used in
the electronic states, the dynamical impact of the solvent is our model have been obtained by fitting the absorption and
relatively weak for the systems considered in this work. Thus, resonance Raman spectra using an approximation that neglects
unlike previous applicatiof%>'to ET systems where only outer the ET process between the two electronic stétds. the
sphere baths are considered, a moderate number of modes itheoretical simulation, on the other hand, the coupling between
sufficient here to represent the continuous solvent. Figure 4 the two electronic states, which is responsible for the ET, is
showsP(t) for the RuFe system &t = 300 K with respect to fully taken into account. Employing a perturbative treatment,
the number of discrete modes used to represent the solvent. [Barbara and co-workers have demonstrated that including the
is seen that 3650 modes provide an adequate description for nonadiabatic coupling results in an energy shift of the absorption
the overall ET dynamics. This number of modes has also beenspectrunt® in qualitative agreement with our simulations.
used in the calculations reported below. The relatively small  For the RuRu system, the difference between the simulated
number of modes needed to obtain converged results indicatesand the experimental spectrum is somewhat more pronounced:
that the intramolecular degrees of freedom play the most in particular the band shapes are also slightly different. This
important role in the ET dynamics for the mixed-valence finding indicates that in reality more than two electronic states
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Figure 6. Time-dependent population of the charge-transfer state (at Figure 7. Dependence of the time-dependent population of the charge-

T = 300 K) for (a) the RuFe system and (b) the RuRu system. The transfer state on electronic coupling. The parameters used in the
insets showP(t) for the first 100 fs. simulation are for the RuFe system, except that the electronic coupling

V is varied from its default value.
might contribute to the MMCT bant:1867Furthermore, in the
experimental fitting of the RuRu parameters the spmrbit

taken into accourt which was neglected in our simulation. It
would be interesting to obtain a new set of parameters as well
as including more electronic states that better reproduce the
absorption spectra with our phenomenological model. This issue,
together with theoretical simulations of pumprobe spectra

for these intervalence ET reactions, will be addressed in future
work.

The central result of this paper is the simulation of the
dynamics of the back ET, which is directly reflected by the
time-dependent populatid?(t) of the charge-transfer state after
photoexcitation. Figure 6 show’(t) for the RuFe and RuRu

model (both high-frequency modes have been assigned to CN-
stretch vibration¥). Finally, a steplike structure with a period

of ~200 fs can be seen. This period is close to the vibrational
period of the strongly coupled intramolecular mode with
frequencyQg = 160 cnm! and has also been observed in the
transient absorption spectra of Barbara and co-work&For

the RuFe system, Figure 6a, the short-time electronic coherence
(quenched Rabi oscillation) and the longer time high-frequency
vibrational coherence can also be seen. However, due to the
different ET time scale and the different interactions between
systems aff = 300 K. Overall, it is seen that both systems the electronic and nuclear degrees of freedom, there is no clear

exhibit a fast back transfer of the electron. For the RuFe systemmdlci‘tlon of thle vibrational coherence for the low-frequency
the population decay of the charge-transfer state appears to bégg - 160_ cm) mode. )
almost monotonic, for which an approximate exponential fit ~ TO obtain a better understanding of the nature of the ET
gives the relaxation time of80 fs. Thus, as shown in Figure dynamics for the mixed-valence systems considered in this
6a, P(t) reaches its average stationary value {€#0% ET)  Paper, let us investigate the dependende(gfon the electronic
within a relatively short time £250 fs). In qualitative ac-  coupling ¢ in eq 2.1). Figure 7 display®(t) for the RuFe
cordance with experimental resutfthe back ET inthe RuRu  System for several values dfat T = 300 K. It is well-known
system is somewhat slower. In contrast to the RuFe system,that in the nonadiabatic limit quantum perturbation theory (the
the population of the charge-transfer state for the RuRu system,golden rule) predicts that the ET time scale is inversely
furthermore, exhibits an approximately bimodal decay character. Proportional tov2 Such a perturbative treatment is clearly not
Figure 6b shows that there is a fast component on a time scaleapplicable to the intervalence ET processes considered here.
of ~120 fs which accounts for approximately 70% of the ET, Figure 7a demonstrates that, within the rangevof 500—
and a slower component on the time scale ef21ps. This 1500 cnT?, the time scale of the population decay for the charge-
bimodal decay for the RuRu system is in qualitative agreement transfer state is rather insensitive to the changé ifihe major
with the experimental results of Barbara et &> effect asV increases from 500 to 1500 cthare the more-
Superimposed on the overall decay of the population of the pronounced coherent structures superimposeB(9n Similar
charge-transfer state, oscillatory structures are observed. Thes®ehavior has also been found for the RuRu system. This
structures are an indication of electronic and vibrational coher- indicates that for the present mixed-valence systems the ET
ence effects. The separation of the coherence time scales is mordynamics are influenced by nontrivial quantum interference
easily seen for the RuRuU system, Figure 6b. Here the overall effects between the electronic and nuclear degrees of freedom
time scale can be roughly divided into three groups: the which cannot be described by approaches based on the quantum
frequency of the very fast oscillation, which can only be seen golden rule. Furthermore, our results demonstrate that the
in the first 10 fs in the insert of Figure 6b, corresponds to the qualitative character of the population decay is, within a
Rabi frequency of the bare electronic two-state system and isreasonable parameter range, rather insensitive to the electronic
therefore a remnant of electronic coherence. The oscillations couplingV, suggesting the robustness of the model.
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Figure 9. Dependence of ET dynamics on temperature for the RuFe
(b) MO T system.
WA e
An """"-..v‘ similar for the RuFe system, Figure 8a, although the change in
= A . TeT IS much smaller compared with Figure 8b. This different
T ost B VAR o T U dependence of the ET time scales on the solvent relaxation time
e RS S\ is presumably a result of the faster initial decay of the charge-
transfer state in RuFe; i.e., the bath cannot compete with such
afast ET process. As a result of this difference, the ET in RuRu
00, 200 200 should become significantly slower than in RuFe if a slower
Time (fs) relaxing solvent is considered. This theoretical prediction is

Figure 8. Dependence of the ET dynamics on the relaxation parameters ConS|Sten(th|th the exper]!merlljtal res ults.: \./I\/h”? tf}e ET r?te§ n
of the solvent (a) for the RuFe system and (b) for the RuRu system. RuRu and RuFe were found to be similar in fast relaxing

The different line properties represens = 200 cnT?, wp = 20 cnT? solvents such as @ or H,0,19in the slower relaxing solvent
(dotted line);ws = 100 cnml, wp = 10 cnT? (thick full line); we = glycerol the ET process in the RuFe system is about 4 times as
50 enT?, wp = 10 cnt* (thin full line); g = 50 cnT?, wp = 5 cnr™ fast as that in the RuRu systéf.

(dashed line); andrc = 20 cn*, wp = 2 cn* (dashe+dotted line). Another parameter of interest in ET processes is the temper-

ature. Within our model we have found very weak dependence

Figure 7 also shows th&t(t) undergoes significant changes of the ET time scale on temperature in the range of-2800
if V reaches different limits. A¥ gets smaller, the population K for both systems, as illustrated in Figure 9 for RuFe. For the
decay undergoes a transition to nonadiabatic ET.\Fer 200 nonadiabatic ET regime, this is usually rationalized by the
cm! (Figure 7a), not only the initial decay &¥(t) becomes topology of the potential energy surfaces: If the ET occurs near
slower, but it also shows bimodal behavior and a steplike the “activationless” regime (i.e., the crossing between the two
structure (corresponding to the mode with frequefgy= 160 diabatic surfaces is close to the minimum of the donor state),
cmb). As V gets even smaller, the nonadiabatic regime will then the ET rate has a very weak dependence on the temperature.
eventually be reached and the ET process may be described byor the set of parameters used in the simulation, the energy
golden rule type approaches. This is illustrated for an electronic minimum of the crossing between the two diabatic surfaces
coupling ofV = 50 cnt! in Figure 7b. On the other hand, the occurs, for both the RuRu and the RuFe systems, at less than
ET process reaches the adiabatic limit \Asincreases. For 180 cnt! above the minimum of the charge-transfer state.
example, Figure 7b shows that wh¥his increased to 3000  Therefore, the ET reaction is indeed close to the activationless
cm~! the population exhibits partial localization with pro- regime. It should be noted, however, that the simulation also
nounced coherent structures superimposed on it. demonstrates that the ET reaction in RuRu/RuFe is not a simple

The above results have been obtained with fixed values for rate process and therefore standard Marcus theory does not
the solvent parameters, chosen to mimic a fast relaxing solvent,apply. Rather, the independence of temperature indicates that
such as RO or H,O. Experimentally it has been found that the the ET process is strongly influenced by quantum interference
ET dynamics depend on the relaxation time scale of the solventeffect between the electronic and the nuclear degrees of freedom,
(dynamical solvent effect):For the RuRu system the average in particular the intramolecular modes.
ET time was found to increase fromar ~ 100 fs for water, as Finally, it is important to point out that, due to the large
a fast relaxing solvent, toer ~ 220 fs in the slower relaxing  electronic coupling and strong interactions between the elec-
solvent ethylene glycol. Within our model, the relaxation time tronic states and the inner-sphere modes in the intervalence ET
of the solvent is defined by the parametesgfor the fast inertial systems considered here, many approximate methods will predict
decay) andrp (for the slower diffusive decay). Figure 8b incorrect ET dynamics. To illustrate this, Figure 10 shows
illustrates that in qualitative agreement with experiment the ET comparisons of self-consistent hybrid simulation>¢) with
in the RuRu system becomes slower for longer relaxation timestwo commonly used approximations: the classical Ehrenfest
of the solvent. This finding demonstrates that although the decaymodel (classical path or TDSCH),26 where all nuclear degrees
dynamics of the charge-transfer state is dominated by the of freedom are treated classically, and the noninteracting blip
influence of the intramolecular modes, the coupling to the approximatior?? While these approximations may be satisfac-
solvent has a significant effect on the overall ET dynamics. The tory for certain regimes, they are not applicable to the reactions
comparison in Figure 8b also shows that for the parametersconsidered in this paper. Figure 10 shows that for both RuFe
considered here the dominant effect is caused by the Gaussiarand RuRu systems the classical Ehrenfest method predicts too
part of the solvent relaxation. The high-frequency part of the slow an initial decay of the charge-transfer state as well as an
Debye spectral density has almost no effect on the fast initial incorrect long-time limit forP(t). Furthermore, the classical
decay t < 200 fs), because the coupling strength concentrated Ehrenfest method completely misses the bimodal character of
in this part is negligible (cf. Figure 1). The dependence of the the population decay for the RuRu system. As already demon-
ET time scale on the solvent relaxation time is qualitatively strated in detail in the discussion of the convergence of the self-
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(a)!0 T relaxing solvent the decay of the charge-transfer state is
= soitcomsistent bybeid dominated by a single time scate-{ ~ 80 fs), the ET dynamics
X — NIBA in RuRu is characterized by a bimodal decay of the charge-
= " transfer state with a fast component on a time scake 10 fs
& 05 . i which accounts for approximately 70% of the ET, and a slower

component on the time scale of-2 ps. In both compounds
the ET becomes slower in a slower relaxing solvent. Since this
i dynamic solvent effect is more pronounced in RuRu, ET in RuFe
"o 500 1000 is expected to be significantly faster than ET in RuRu in a slower
Time (fs) relaxing solvent. These theoretical findings are in qualitative
agreement with experimental results:1°
(b0 ) The simulations also reveal that the ET process in the two

i —— self-consistent hybrid

2 clussical Ehrenfest mixed-valence compounds considered is dominated by the
& B influence of the intramolecular modes. The coupling to these
" inner-sphere modes results in oscillatory features superimposed
e on the population decay of the charge-transfer state, thus

demonstrating the partially coherent nature of the ET process.
It should be noted, however, that most of the electronic and
0.0 . vibrational coherent structures found in our simulation are on a

0 500 1000 relatively short time scale<20 fs) and, therefore, are presum-
Time (fs) ably difficult to observe experimentally.
Figure 10. Comparison of dynamics d¥(t) as obtained by the self- We have, furthermore, studied in some detail the dependence
consistent hybrid method, the classical Ehrenfest method, and theqf the ET dynamics on several physical parameters. Thereby it
noninteracting blip approximation (NIBA) (a) for the RuFe system and was found that the ultrafast dynamics of the back ET is almost
(b) for the RuRu system. . o
independent of temperature and, within a reasonable parameter

range, is relatively insensitive to changes in the strength of the
electronic coupling. The latter finding suggests the robustness
included in the core for an accurate quantum dynamical of the model and again demonstrates the inapplicability of
treatment of these two mixed-valence systems. golden rule type approaches. _

The noninteracting blip approximation (NIBA) is based on In the present work we have focused on the popglatlon decay
perturbation theory with respect to the coupling between the of the (.:harge'-transfer state, thereby assuming an instantaneous
two electronic statesy, and usually (if the process under €xcitation, with an uItrafast_ laser pul_se, from the electronic
consideration is a rate process) predict a rate close to theground state. Although this population decay reflects the
quantum golden rule rate. The comparison in Figure 10 dynamlcs of the back ET, it is not stra!ghtforwardly measur_ed
demonstrates that these types of approaches are clearly nofXperimentally. To have a more direct comparison with
applicable to the RuRu/RuFe reactions, for which they predict €xperimental pumpprobe spectra, it is necessary to include
amuch too fast ET. This is to be expected for the system underthe finite-duration laser pulse in the simulation. The self-
consideration because the interstate coupling is not in the consistent hybrid method needs to be generalized to directly
perturbative regime\(= 1500 cntY). Redfield theory, another S|m_L_JIate the ponllnear (_)pt|cal response to such a Iase_r f_|eId. To
common approximation used to describe ET, is also not expected_fac'“tate the interpretation of the overall ET process, it is also

to give reliable results for the present model because the timeiMportant to examine other dynamical observables, e.g., the
scale of the bath is too slow compared to the intramolecular Wave packet motion of the vibrational degrees of freedom. More
time scale. work is currently being done along this direction to explore the

complex interplay between ET dynamics, vibrational coherence,
V. Concluding Remarks and solvent relaxation.

In this paper we have applied the self-consistent hybrid
method to simulate photoinduced ET reactions of the {JsH
RU"NCRU'(CN)s~ (RuRu) and the (Ng)sRU"NCFé&'(CN)s~
(RuFe) compounds in solution. The phenomenological model
used in our simulations is based on the analysis of experimental
line shapes by Hupp, Barbara, and co-workéfsi®and includes
both inner-sphere intramolecular modes of the mixed-valence
compounds and the effect of the outer-sphere solvent. In detailed
convergence tests we have demonstrated that the self-consistent (1) Marcus, R. A.; Sutin, NBiochim. Biophys. Actd985 811, 265.
hybrid method is able to accurately describe the ET dynamics  (2) Electron Transfer: From Isolated Molecules to Biomolecuifedv.
in these systems. This is in contrast to approximate methodsShem- Phys. 106107; Jortner, J., Bixon, M., Eds.; Wiley: New York,
such as the classical I_Ehrenfest app_roach or golden rule type (3') Barbara, P. F.: Meyer, T. J.; Ratner, M. A.Phys. Cheml996
methods. Due to the wide range of time scales for the nuclear 100, 13148.
degrees of freedom and the relatively strong electronic coupling  (4) Barbara, P. F.; Walker, G. C.; Smith, T. Sciencel992 256,

in the intervalence ET reactions considered here, these method$§75-

e i (5) Dorn, S. K.; Dyer, R. B.; Stoutland, P. O.; Woodruff, W. B.
whgre sr|1|own to glvle !ncorrectdfesult?. ek o of th Am. Chem. Sod993 115 6398,
verall our simulations predict a fast back transfer of the (6) Rubtsov, I. V.; Yoshihara, KI. Phys. Chem. A999 103 10202.

electron after photoexcitation for both RuFe and RuRu com-  (7) kambhampati, P.: Song, D. H.; Kee, T. W.; Barbara, R. Phys.
pounds in a fast relaxing solvent. Whereas for RuFe in a fast Chem. A200Q 104, 10637.

P(t)

consistent hybrid method, all the intramolecular modes plus a
certain percentage of the solvent modes<{20%) need to be
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